Chapter 7

Time-dependent Hamiltonians

So far, we have focused on approximating the eigenstates and eigenvalues of systems described by
time-independent Hamiltonians. What happens when we can no longer neglect time dependence?
We want to solve the equation:

160 = (D) 6(1). (7.1
Equivalently, we can always write
[6(1)) = U(t, t0) [¢(to)) (7.2)
for some unitary U (t,t0). If the Hamiltonian is time-independent, it has the form
U(t,to) = e i (t=t0) (7.3)

but when there is explicit time dependence we cannot use this simple expression. This chapter
will be give you some tools for computing the propagator in this case.

We will start by deriving something call the ‘Dyson series’. This gives an exact expression for
the evolution operator of a quantum system with a time dependent Hamiltonian. Unfortunately
this expression is in most cases so disgustingly messy that you can not do much with it. We will
then explore the interaction representation which (partially) simplifies the picture. Finally, we
will go back to perturbation theory (this time ‘time-dependent perturbation theory’) to show
that if the time dependent part of the Hamiltonian is only a small perturbation then calculations
again become nice and tractable.

7.1 Dyson series

I warn you that this is a slightly fiddly derivation - but it’s one of those derivations everyone
needs to see at least once.

Plugging our expression for the evolution operator, Eq. ([7.2)), into the Schrodinger equation,

Eq. (7.1), we have

20 10) [0(10) = H (D) 6(1). (7.4
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As this holds for any state we thus have

{ i5U(t to) = H®U (1. t0),

Ulto, to) = 1. (75)

The exact time evolution operator in the case of a time dependent Hamiltonian is obtained by
solving this system of equations. Integrating the first equation from ty to t gives:

t 9. t
zf dtl—U(tl,to)zf dt1 A (1)U (11, o)
to (% to
N t N ~
o i(U(t,to)—]l):f dt1 H(t1)U(t1,t0).
to
Therefore,
~ t ~ ~
U(t, to) :1-1[ dt H (40 (11, 1)
to
t " t ~ ~
“1-i [ dtlﬂ(tl)(l—i/ ldtQH(tl)U(tQ,to))
to to
t . t t . . N
=]1—i[ dtlH(t1)+(—i)2f dt1/ " dto F1(01) F (2)U (£, t0)
to to to

e t t1 tn-1 ~ N N ~
=1+ 2 (" [, dty [ty e [ b H () E (1) B (1) (1)

0

(7.6)

where ¢; > t;_1 for all i. (Note that the final U(¢,,tp) term vanishes, i.e, becomes an identity, in
the limit that n — oc.)

This looks pretty messy and hard to work with. In particular, its a pain how each of the integrals
range depend on other parameters we are integrating over. It would be much nicer if all the
integrals were between 3 and t. To do so EL we will need to introduce the time ordering operator,
T. This is defined as follows:

T[H(t)H(to)-H(t,)] = H(t: ) H(ts,)~H(t:)), where t >ty > >t . (7.7)

That is, the time-ordering operator tells you to reorder the operators so the time arguments of
the corresponding operators decrease as you go from the left to the right. You end up with an
expression where the largest time appears in the argument of the first (left most) operator and
the smallest time appears in the argument of the last (right most) operator. For example, if
to > t1 then you have

T(H(t1)H(t2)) = H(t2)H(t1). (7.8)

Ok, so how does this help to simplify Eq. (7.6)7 To see how let’s look at the term:
t t1 N N
o = f dt f dts F (1) H (t2) with ts < 1. (7.9)
to to
In this expression the integration over to is performed first from ¢y to t1, and then ¢ is integrated
from to to t. This represents all the pairs (¢1,t2) where to < t; < t. Geometrically, we can

visualise this as looking for the area of the shaded area in Fig. a). Now, as ty < t; we have
T[H(t1)H(t2)] = H(t1)H(t2) and so we are free to insert 7" into the above integral to give

= [Can [N HE®E) = [an [ anT ) H() (7.10)

'n places here I am directly copying from [these notes- you may prefer to go and read the original.
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Next, we are free to change the order of integration (this is equivalent to integrating over the
shaded region in Fig. [7.1((b) which is the same as the region in (a)). Thus we have

Jo = /totdtl _[ttl dtoH(t1)H (t2) = /totdtg _[t:dtlH(tl)H(tQ). (7.11)
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Figure 7.1: The integration region, ¢y < ¢; < t and ¢y < ty < t1, used in Eq. (7.10) (b) The
integration region, ty < te <t and t9 < t; <t, employed in Eq. (7.11]) after interchanging the order
of integration. (Image from this nice set of notes on the Dyson series.)

As the integration variables, t; and t9, are dummy labels, we can relabel the integration variables
in the final expression in Eq. (7.11)) with by ¢; — t2 and t — t; to give:

Jy = -[t:dtl ftltde(tg)H(tl): ft:dtl [tltdtzT[H(tl)H(tQ)], (7.12)

In the second equality we have inserted the 7" symbol. As now t9 > t; (after the relabelling), in
this case we have T'[H (t1)H (t2)] = H(t2)H (t1). That is, the integration region now consists of
the area of the half square above the diagonal line shown in Fig. |7.1{(a).

We now have two different expressions for Jo,

J2=[0tdt1 fttl dtzT[H(tl)H(tQ)]:/tOtdtl [tltdtQT[H(tl)H(tg)]. (7.13)

0

Therefore, 2.J5 is equal to the sum of the two integrals given in Eq. (7.13). By adding the two
integrals, the dependence on the integration limit ¢; disappears. The integration region is now
the area bounded by the full square. After dividing by two, we end up with,

1 t

Jo =~
2 2 to

an [ "dtsT [H () H (1)) (28)

That is, we have successfully decoupled the limits.

Iterating this procedure, you find that the time evolution operator can be written in the form:

U(t,to):]lJri(—i)”l'[tdtlftdtg--- ftdtnf(f[(tl)---ﬁ(tn)). (7.14)
= n! Jto to to
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Note the presence of the corrective factor % due to the fact that the integral over each of the
n! possible combinations of the positions of ¢; remains the same because the operator 7' always

rearranges the ¢; in such a way that they return to their initial positions. It is customary to
condense the expression into the form:

U(t,to) = T(e‘”tto dtlﬁ(“)). (7.15)

Note 7.1.1. 1. If the Hamiltonian H is independent of time, then clearly [H (t;), H(t;)] =0
for all ¢;,t;. As such, the operator 1" acts trivially on the product of Hamiltonians. So we
have:

R ) 1 t t t A R
Ul(t,to) :]l+2(—i)"—f dtlf dty - f dt, T (H(t1)-H(ty))
n=1 TL' to to to
) 1 t t t R R
1w (0 [ty [ty [ dtafi(t) - A (),
n=1 TL' to to to

N TN N
which, in exponential notation, gives U(t,tg) = e tJio daH(t) Moreover, since H is inde-
pendent of time, ftg dt'H(t") = H(t—-1tp), and the time evolution operator can be rewritten

as U(t,tg) = (e_iH (t_tO)). As such we indeed recover the standard expression for the
evolution under a time independent Hamiltonian (Eq.(7.3)).

A ot A ot *
2. In general, there is no guarantee that T(e gl () ) _ o= fug diaH () Therefore, you

have to go back to the uncompressed expression for U and explicitly compute each
term of the expansion before summing them. This is generally pretty painful unless you
get lucky and a recurrence relation between all the terms is found. Therefore, we usually
focus on situations where we can limit the expansion to a few terms.

3. In the context of quantum computing it is common to attempt to approximate U (t,to) by
breaking the continuous time evolution down into discrete time steps and use:

U(t,to) » [I e HED = yie(t, 1) -
J

where §t = t/m; for some integer m;. It can be shown that the resulting approximation is

upper bounded by
2

(7.16)

t N me
f dsFI(s) = 6t S H(to + r6t)
to r=1

where ||...|| is any matrix norm that is unitarily invariant. The key thing to understand
about this approximation is that you are effectively breaking the continuous evolution of
the Hamiltonian down into discrete time blocks and assuming that each block (approxi-
mately) commutes.

7.2 Interaction Representation

You are already familiar with the formalism of quantum mechanics from the Heisenberg and
Schrédinger perspectives. In this section, we introduce a new representation called the interac-
tion representation.

Let’s begin with some reminders:
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1. In the Schrodinger representation, it is the states |pg(t)) that explicitly depend on time.
The evolution is governed by the following equation:

i 165(0) = A (D) 6 (1))

In this representation, observables are fixed operators, and any time dependence they have,
if at all, is intrinsic and not governed by H.

2. In the Heisenberg viewpoint, the time dependence is instead transferred to the operators.
The state vectors are assumed to be fixed, and their time dependence is intrinsic. The
system’s time evolution is governed by:

|05 (1)) = |95 (t0)),

O (t) = UL(t, t0)Os(t) Us(t, o)

3. These two definitions lead to identical expectation values:

(61 (D] 0n () [or(1)) = (61 (1) UL (2 10)Os ()T (t,10) |61 (1))

(ULt t0) o5 (D[ UL (1, 10) 05 (1) Us (¢, t0) [T (1 t0) 65 (1))
(U5 (2, 10) UL (2, 10) 65 (1) O (8) | Us (2, 10) U (1, 0) 05 (1))
(ps(t)|Os(t) |ps(t)).

In other words, both representations lead to the same physics and we are free to pick which
ever one makes our calculations easiest.

The interaction representation is a kind of "blend" of these two points of view. We start with a
problem described by a Hamiltonian of the form:

H(t) = Hy+ V().

We will treat the time dependence due to the perturbation V as evolving the states (Schrodinger-
style) and the time dependence due to Hy as evolving the observables (Heisenberg-style).

Let us start by defining the evolution of states and operators in the interaction picture as:

Oy (t) = etfo(t=t0) Oy (4)e~iHo(tt0)

(7.17)
|91 (1)) = eHo=10) |5 (1)) = (1) T (#,10) [P (t0)) -
It is straightforward to check that this is consistent with the Schrodinger picture as:
(61(D] 01 (1) |o1(1)) = (@ (1)] e olt=10) HFo(t=10) O (1) HoU-t0) e HoU-10) (1)) (718)

= (ps()] Os(t) |65 (1)) .

If this seems a little arbitrary and pointless currently, don’t worry, it will hopefully become
clearer in a bit while it is useful. But before we get there let’s keep going with seeing how this
representation works.

We can implicitly define the interaction evolution operator U 1(t,t0) as:
lo1(t)) = Ur(t, o) |¢1(to))
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Figure 7.2: T had no idea what is meant to be going on in this meme when I first saw it and
just thought it would just make this page a little more colourful. Then Someone sent me this
link and I realised it was a half-decent explanation of the interaction picture. Credit: L’heure
est grave.

This, combined with the second equation in , gives us an explicit expression for U; (t,t0):
Uy(t, o) = Tt 14 (¢ 1), (7.19)
Let’s now have a look at how such an operator evolves. Differentiating it gives:
%U}(t,to) = Ho(t=10); 10T (4, ) — ie™100) AT (1) Ug (¢, to)

= —ie!Mo(=10) (F (1) - Ho) Us(t,to)

= —ie" o0 T (1) g (t, 1)

_ _ieiﬁo(t—to)V(t)e—iflo(t—to)eiﬁo(t—to)US(t’ to)

= —iVi(t)Ur(t, to).

where in the final line we use the definition of an operator in the interaction picture from
Eq.(7.17)). Thus we have that the analogue of the Schrodinger equation for the evolution operator
in the interaction picture is given by:

i%UI(t,to) =Vi(t)Ur(t, to). (7.20)
The key thing to notice is that in the equation that governs the evolution of the evolution
operator in the interaction picture, i.e., Eq. , it is the perturbation that plays the role of
the Hamiltonian! That is, we have simplified the differential equation we need to solve to find
the propagator by hiding Hy. If we push the analogy a bit further, we can use similar reasoning
as we used to find the propagator in the Schrodinger picture, to obtain an expansion of U 1(t,to):

. 0o t t t N N
U1t to) :H+Z(—i)"f dtlf dty - f dt (V1 (1)~ Vi (tn 1))
i=1 to to to

(7.21)
00 t t t N N A
=H+Z(—i)"lf dt1/ dty - f dt, T (Vi(t1)Vi(t, - 1)),

b n! Jio to to

76


https://scholar.google.com/citations?user=EjdlkjoAAAAJ&hl=it
https://www.youtube.com/watch?v=NfuiB52K7X8

CHAPTER 7. TIME-DEPENDENT HAMILTONIANS Quantum Physics I1

which, similarly to before, we can also put in a more condensed version:
A~ ~ - rt 1Y) ’
U[(t,t()) =T (e_lfto vt )) .

As mentioned earlier, such an expansion is only meaningful if it is possible to truncate the sum
from a certain term onwards. This is feasible when V' (¢) is a small perturbation.

7.3 Transition Probabilities

Consider a system described by a Hamiltonian of the form

H(t) = Hy+V(t) (7.22)
where
- 0if t <ty
V= { V() if t > to. (7.23)

We will use [n) and E,, to denote the states and eigenvalues of the unperturbed Hamiltonian.
Suppose the system is in the eigenstate |i) at t = ¢(, so its temporal evolution is determined by:

[ee]

[6s(t)) = Us(t,to) i) = Y calt)In),

n=0

where Y2 lcn|? = 1. Since the states |n) are orthonormal, projecting the state |¢g) onto the
state |n) determines the coefficient ¢,, and this holds for any n € N:

en(t) = (nlés(t)) = (n|Us(t.to)li)
= (nle” T (8, 10)] i)

. En(t-tg)

e T (|0 (8 to)]i) -

The amplitude ¢, (t) is simply the amplitude to find the system in eigenstate |n) given that

it started in state |¢). Thus the transition probability P, from the initial state |i) to any
eigenstate |n) of Hy is simply the mod-square of this:

2 2 A 12

Piep = [(nlds (D) = lea ()] = [(n|Ur (¢, t0)13)]

Note that by assumption V(t) =0 for all ¢ < tg, so |i) is not only an eigenstate of Hy but also of
H for t <ty. Let’s determine the expression of the transition probability at the first order in V.
Note that (from Eq. (7.21)) in the first order in V' the propagator is of the form:

A t A
U5 (t,t0) = ]l—if dt Vi (1),
to
and so (assuming n # i) we have
N t N
(nl0s (2. to)li) = =i [ ~dts (nlVit, o))
t . . -
- dty <n|ezHo(t1—t0)V(t1’ to)e—’LHU(tl—tO)lz')

to

t . A
= =i [t EEO) (1, 1))
to
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and finally

2

t . N
Pian = |- f dty e En=ED0=10) (17 (11 10)1i)| (7.24)
to

This is the first-order time-dependent perturbation theory expression for the computation of a
transition probability. Let’s now evaluate it for some common cases of interest.

Turning on a constant perturbation. Let’s consider the special case where the potential
(once turned on) does not depend on time. That is, let’s suppose that

N 0if £t <ty
V= {Vift>tg,

and [7.24] becomes:

~ t . 2
P1—>n(t) = ‘(n|V|Z> L dtle_Z(En_Ei)(tl—to)

1 . ~i(En-E)(t-to) _ 1|
= |~ (nlVl) =
(3 En—El
A2 4 . of (En—E)(t—tp)
= |(7’L|V|Z)| mSln ( 5 .

Without loss of generality we can take ¢y = 0 and rewrite our expression for P;_,,(t) as
2
Pien(t) = [{nlVIi)[" f (Bn - E3), (7.25)
with f(w) = “% sin (%t) and w = F,, — E;. The function f(w) is sketched in Fig. Note that:

0 for %t =km
f(w) =

4 sewt _m
?1f7—2+kﬂ',

where k is an integer. Thus we see that at a fixed time ¢, the probability of transitioning to a
state |n) will be highest for those such that w = E,, — E; satisfies w < 27”

B3 27 - 0 T 27 3w

Figure 7.3: This is a plot of f(w) where the horizontal axis is given in units of wt/2.
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We now do something which is standard in physics textbook derivations but would make a
mathematician cry E| and say

- 2 t
lim w = 7t (). (7.26)
t—o0 X
We thus obtain the Fermsi golden rule:
N 1 N
lim Pioy (1) = 4 [(n| V1)) tim — sin® (%t) = 2t | (n|V i) | 6(E - 1) (7.27)
—> 00 —>00 (W)

where the final line we use w = E,, - E;.

It is sometimes more useful to work with a transition probability per unit time, in this case we
have

OPin(t)

A2
o 2 |(n|V]i)|” 6(E, - E). (7.28)

Oscillatory potential. Let’s suppose now that the potential is given by

~ 0if t <ty
V= { V()™ + Ve ™t if t > . (7.29)

From Eq.(7.24]), the equation for the transition probability is now given by:

t ~ R . R A 2
P, = _iA dtleZ(En—Ei)tl ((n|V|z) et | (n|VT|2) e—zwtl)
1- e*i((En*Ei)er)t . 1— efi((En*Ei)*w)t . 2
- . "
‘ E,-E+w Vi) + E,-FE;-w (n[VT]3)

At long times, transitions to energy states with E, = E; + w are favoured, and (via a similar
analysis to above) we find:

Wi (t) = 27 |(n|V]i)|* 6( By - By + w) + 22 [(n|V i) [ 6 (B - By - w).

Notice that the first term in the sum corresponds to an energy loss by the system, while the
second term represents an energy gain by the system. This variant of Fermi’s golden rule is very
important, as it explains how optical transitions occur in the presence of an oscillating external
electromagnetic field, for instance, between levels of an atom or a solid due to application of
laser light.

Nearly constant perturbation. Let’s now consider the case of a nearly constant perturba-
tion

V(t)=Ve

where € is real and positive. Instead of turning on the perturbation at time ¢y, we here assume
that it turns on very slowly from ¢ = —co. We will take the limit ¢ — 0 at the end of the
calculation to describe a constant perturbation.

2I'm honestly all for ‘physicist maths’ normally but this one is a stretch even by my standards. If I find time
I'll try and dig out a reference to a better derivation and/or write up one myself. If you come across one you like
in the meantime feel free to email me. The discussion here might also make you feel a bit better.
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Let’s write the perturbative expansion of U 1(t,—00). For the sake of simplicity, which will become
clear later, we will use the first form for the propagator obtained before the introduction of the
time-ordered operator (i.e. Eq. (7.6) but with H — Vi):

t t t1
ﬁ;(t,—oo):f—z‘fdtlfff(tl)—fdt1fdtQVI(tl)VI(t2)+---. (7.30)

Let’s now look at the transition amplitude:

cn(t) = e Ent (n|U (8, t0)]i) (7.31)

iEnto

where we have omitted the constant phase e Combining the previous two equations and

now keeping terms to second order in Vi gives:

eiEntcn(t):_ifdtl <n|f/](7§1)|i)—fdt1fdt2 (Vi (t1)Vi(t2)li)

Il 12

Let’s start with the first integral. The calculation here proceeds in the same manner as for a
constant and oscillatory perturbations. First we recall that

‘A/](t) _ eiﬁot‘?(t)e—iffoth
eiﬁot Vet e—iﬁoth

Using the properties of the eigenstate we then have:

{ t
Ilzfdtl (n| V7 (t1)]3) :(n|V|Z'>/dtlei[(En—Ei)tl—ietl]

exp (i((Bn - Bt —icty)) ||

= (nlVli) i(Ep— E; —ic)

If we were to stop at the first order, we would find the golden rule as follows:

e2€t

Py = |Cn(t)|2 = (n|V|Z> |2 (B, - E;)?+¢€2

and so

dP;_,, 2ee2et

dt (En - EZ)Q + €2
Let’s check that our result here agrees with that obtained for the constant perturbation in the
limit that € - 0. To do so we first note that

= [{n|V]i) P

(7.32)

Wisn =

) 2€€2€t
11—{% 22 +e2 2mo (@)
and thus
. dPi—»n _ Sy 12
hII'Ol - 27| (n|V]i) [“0 (Ep — E;) . (7.33)
6—)

That is, we find we do indeed regain the previous result in Eq. (7.28)).
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But what about to second order? Let’s now calculate I5:
t t1
L= [t [ de 3 alVi(t)lm) (mlVi(e2)li)
—00 —0o m
where we have introduced I as ¥, |m)(m|

IQ—Z(n|V|m) (m|Vi) [dtlfdtgexp(z(E - E,, —ie)ty) exp (i(Ep, — E; —i€)ta)

m —00

exp (i(Ey, — E; - ie)tg)
Z(Em - Ez - iE)

SM

(n|V]m) (m|V]i) /dtlexp(z(E - B, —i€)t1)

t

<’I’L|V|’I7’L> m|V|Z [dtleXp (Z(E E — 7€ )tl) CeXp (Z(Em_Ez—Zf)tl)

i(Ey — E; —ie)

SM

__y (n|V|m) (m|V]i) exp (i(Ey — E; ~ 2i€)t)
m (Em_Ez_Zﬁ)(En—EZ —2’L'€)

The term exp (i(E, — E; - 2ie)t) [(E, — E; — 2i¢) is the same as in I; (except for € — 2¢, which
doesn’t change anything in the limit e - 0). If we start from

t t ty
exp(z'Ent)cn(t)=f—z’fdt1f/1(t1)—1fdt1fdtgffl(tl)f/[(tg)

and replace the two previous results, we have

t t ty 2
Pron=le®P =i [ Vit +1 [ an [ Via)Vie2)
~ ~ 2
- (n|[Vm) (m|V]i) e
= {(nfV
VI e | B E)ree
and
A A 2

. dPin _ o (n[VIm) (m|V'|i)
IEE% o - Wion =27 (n|V|z)+; E. B 0 0(E, - E;)

which is the second-order transition rate for a time-independent perturbation V. Note the sum
over intermediate states |m) typical of second-order perturbation. Here, a very suggestive image
is that the system undergoes "virtual" transitions to states |m) without conserving energy since
they occur in an arbitrarily short time before going to state |n).
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